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A Multiparameter Thermal Conductivity Equation
for 1,1-Difluoroethane (R152a) with an Optimized
Functional Form1

G. Scalabrin,2,3 P. Marchi,2 and F. Finezzo2

The application of an optimization technique to the available experimen-
tal data has led to the development of a new multiparameter equation λ=
λ (T , ρ) for the representation of the thermal conductivity of 1,1-difluoroe-
thane (R152a). The region of validity of the proposed equation covers the
temperature range from 220 to 460 K and pressures up to 55 MPa, includ-
ing the near-critical region. The average absolute deviation of the equation
with respect to the selected 939 primary data points is 1.32%. The proposed
equation represents therefore a significant improvement with respect to the
literature conventional equation. The density value required by the equation
is calculated at the chosen temperature and pressure conditions using a high
accuracy equation of state for the fluid.

KEY WORDS: 1,1-difluoroethane; HFC-152a; multiparameter equations;
R152a; thermal conductivity; transport property correlation techniques.

1. INTRODUCTION

Among the alternative refrigerants for the replacement of chlorofluoro-
carbons, 1,1-difluoroethane (R152a) is one of the most promising fluids,
due to its favorable characteristics with respect to the environment; in
fact, it has a null ozone-depletion potential and the lowest global-warming
potential of the hydrofluorocarbon family. Moreover, it has low toxicity,
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high chemical stability, and thermodynamic properties suitable for techni-
cal applications.

As a consequence of its technical interest, the thermodynamic and
thermophysical properties of R152a have to be known with an accuracy as
high as possible. At present, both a highly accurate fundamental equation
of state (EoS) with a wide validity range [1] and a crossover model for the
critical region [2] are available for this fluid and all of its thermodynamic
properties can then be calculated with high precision. An accurate viscos-
ity model with a wide region of validity was recently proposed [3], and the
present work is focused on the modeling of the thermal conductivity.

A brief summary of the different approaches reported in the litera-
ture for the representation of the transport properties was presented in
previous studies [4, 5]. In particular, the state-of-the-art technique for the
development of dedicated transport property equations is noted here. Such
a method, in the following referred to as ‘conventional’, is based on the
residual concept and it considers each transport property function as com-
posed of three parts: the zero-density term, the excess term, and the crit-
ical enhancement term [6]. For the case of thermal conductivity λ, the
obtained equation has the general form λ=λ(T , ρ), where the independent
variables are the temperature T and the density ρ.

Since the controlling variables for experimental measurements and for
technical applications are the temperature T and the pressure P , an accurate
equation of state is needed for the variable conversion from (T ,P ) to (T , ρ).
This is a necessary condition for all transport property equations covering the
whole fluid surface, unless implicit functional forms are used [7].

Even if theoretically-based expressions are assumed for some parts of
the transport property equations in conventional format, the technique is,
however, to some extent, correlative and the development of the equation
for the considered fluid requires experimental data of the studied transport
property over the whole range of interest. Some difficulties in the regres-
sion procedure are also found [4, 5].

As alternatives to the conventional procedure, some totally correla-
tive techniques were also developed [3–5, 8–15]. Among the others, the
technique for optimizing the functional form of multiparameter equations
of state, developed by Setzmann and Wagner [16], proved to be a power-
ful function approximator suitable to develop a transport property equa-
tion directly from the experimental data. The method was previously used
with successful results for the modeling of viscosity [3, 4, 14] and of ther-
mal conductivity [5, 15], and the present work deals with the application
of this modeling technique to the thermal conductivity representation of
R152a. For the sake of precision, it should be noted that the algorithm of
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Setzmann and Wagner was already applied to transport property modeling
of oxygen in 1990 [7], but in that case the model format and its represen-
tation capability were completely different from the present one.

The thermal conductivity equation for R152a developed by Krauss et
al. [17] in the conventional format was used here for comparisons.

2. EXPERIMENTAL DATA

From the experimental point of view, the thermal conductivity of
R152a has been extensively studied only in recent times, mainly in the
last decade; nevertheless, a reasonable amount of measurements from inde-
pendent researchers can be found in the literature. The available datasets,
grouped according to their phase, are presented in Table I together with
the validation of the new equation. In the present work, liquid refers to a
thermodynamic state where the temperature is lower than the critical tem-
perature and the pressure is higher than the saturation pressure; vapor is
characterized by a pressure lower than the saturation value or, at a super-
critical temperature, by a pressure lower than the critical pressure; super-
critical indicates that both temperature and pressure are higher than the
respective critical values.

Table I reports in the column ‘NPT’ the number of experimental
points in each dataset; the individual ranges of the independent variables
and the adopted measurement method are also given. The data are divided
according to their classification as primary (I) or secondary (II), as it
results from the screening procedure discussed in Section 3.3. The primary
data were used in the regression of the thermal conductivity equation,
whereas the secondary data, due to their lower accuracy, were considered
only for validation to check the performance of the model with respect
to the most comprehensive data base. The other parts of Table I will be
explained in the following.

The primary data distribution in the T ,P plane is shown in Fig. 1,
from which one can see that some regions are widely investigated, whereas
the vapor phase at temperatures lower than 250 K and the liquid phase at
temperatures lower than 300 K and pressures greater than 25 MPa are not
documented.

The temperatures of the experimental data were converted, when nec-
essary, to the International Temperature Scale of 1990 (ITS-90) [35].
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Fig. 1. Distribution of the data selected as primary data.

3. PROCEDURE FOR DEVELOPING THE NEW EQUATION
FOR THERMAL CONDUCTIVITY

3.1. Fitting a Multiparameter Empirical Equation

The general form of an empirical multiparameter equation for the
thermal conductivity of a pure fluid can be expressed as λ = λ(T , ρ, n̄),
where n̄ represents the array of the individual coefficients to be fitted. The
best set of values for the coefficients n̄ is obtained by minimizing an objec-
tive function calculated from the experimental data as a sum of squares:

χ2 (n̄)=
N∑

i=1

(
100
u%

· λexp −λcalc (n̄)

λexp

)2

i

(1)

where N is the total number of experimental points used in the regression
and the subscripts exp and calc stand for experimental and calculated val-
ues, respectively.

In the objective function of Eq. (1), the deviations of the experimental
points from the equation are weighted by their experimental uncertainty
u%. The numerical values of u%, obtained by the claimed uncertainties
given by the authors, are reported in the last column of Table I for the
primary data used in the regression of the thermal conductivity equation.
Kruppa and Straub [27] stated an uncertainty of 0.5–5% for their ther-
mal diffusivity data considering the additional uncertainty for density and
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isobaric heat capacity, see Eq. (9), an uncertainty of 5% was estimated for
the thermal conductivity values of this dataset.

The minimization technique assumed for the present work is mainly
based on the optimization algorithm developed by Setzmann and Wagner
[16]. The starting point is constituted by a comprehensive function called
‘bank of terms’, i.e., a set of simple mathematical expressions whose sum-
mation is suitable to represent the required functional dependence. The
algorithm, working on the basis of statistical criteria, selects the func-
tional form yielding the best representation of the selected experimental
data with the fewest number of terms.

The Setzmann and Wagner algorithm is a linear method and it can
then be applied only to equations that are linear in the coefficients n̄;
for the present problem the flexibility of the empirical functional form
was increased by coupling the algorithm with a nonlinear minimiza-
tion method, skipping in this way the restrictions imposed by the linear
method. The details of the fitting procedure are given in Section 3.3.

3.2. Bank of Terms

The bank of terms chosen for the optimization of the functional form
is composed of a total of 285 terms; according to this choice, the most
general form of the thermal conductivity equation can be written as

λr (Tr, ρr, n̄, ā) =
12∑

i=0

10∑

j=0

nijT
i/2
r ρ

j
r

+e−5ρ2
r

12∑

k=0

10∑

l=0

nklT
k/2
r ρl

r +ncλr,ce (Tr, ρr, ā) (2)

with j �=0 when i =0, and l �=0 when k =0.
The reduced variables in Eq. (2) are defined as

Tr =T
/
Tc

ρr =ρ
/
ρc

λr =λ
/
�c

(3)

where the subscript c denotes the critical value. The actual critical values
are used as reducing parameters for the temperature and the density, but
this is not possible for the thermal conductivity because this quantity
tends to infinity at the critical point [36]. The ‘critical thermal conductiv-
ity’ cannot be measured and it is therefore substituted by the parameter
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Table II. Substance-Specific Parameters for the Target Fluid (R152a)

Ref.

M (kg·mol−1) 0.066051 1
Tc (K) 386.411 2
Pc (MPa) 4.520 2
ρc (kg·m−3) 368.0 2
�c (mW·m−1·K−1) 2.72640 –

�c, defined, for instance, in Ref. 7:

�c = R5/6P 2/3
c

T
1/6
c M1/2N1/3

A

(4)

The values of the molar mass M and of the critical parameters for the tar-
get fluid R152a are reported in Table II. The other quantities in Eq. (4)
are the universal gas constant (R=8.314472 J·mol−1·K−1), taken from Ref.
37, and Avogadro’s number (NA = 6.0221353 × 1023 mol−1), taken from
Ref. 38.

A bank of terms similar to Eq. (2), with the exclusion of the term
λr,ce, was successfully used for the development of EoSs [39, 40] and of
viscosity equations [3, 4, 14] for pure fluids. Furthermore, such a method
is suitable for the representation of the background contribution of the
thermal conductivity of a pure fluid, as was verified with some prelimi-
nary tests. A similar bank of terms was used also by Lemmon and Jac-
obsen [41] for modeling the residual contribution of viscosity and thermal
conductivity equations for air and its pure components.

The enhancement of the thermal conductivity in the near-critical
region is described by the critical term λr,ce:

λr,ce (Tr, ρr, ā)= ρr e
− ρ

a1
r
a1

−(a2(Tr−1))2−(a3(ρr−1))2











[(
1− 1

Tr

)
+a4

(
(ρr −1)2

) 1
2a5

]2





a6

+
{

[a7 (ρr −α)]2
}a8






a9
(5)

for which

α =α (Tr)=1−a10arccosh
{

1+a11

[
(1−Tr)

2
]a12

}
(6)

The functional form in Eq. (5), empirically obtained with a trial-and-error
procedure of regression on generated data of different fluids, is sufficiently
flexible to follow the data trends, and it was already applied with satisfying
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results for the cases of R134a [5] and carbon dioxide [15]. The parameters
ā and the multiplying coefficient nc are regressed during the fitting proce-
dure from experimental data of the target fluid.

In accordance with the behavior required for a critical enhancement
term, the functional form given by Eqs. (5) and (6) diverges to infinity at
the critical point; it is identically null at zero-density conditions and its
numerical value decreases moving away from the critical point, with a rate
depending on the parameters ā.

The function α lets the λr,ce term assume, along isotherms at tem-
peratures higher than the critical one, a maximum value at density values
different from the critical, as the experimental data show. The purpose of
α is then to make Eq. (5) non-symmetric with respect to critical density.

The coefficients a4 and a5, as for the corresponding parameters of the
non-analytical terms in the EoS development [40], were fitted to density
data for saturated liquid and saturated vapor near the critical point; the
obtained coefficients were then rounded to values with only two decimal
digits.

The bank of terms includes a single and very flexible critical enhance-
ment term. Several simpler terms with different values of the parameters
could also have been included, but in this second case unreasonable inter-
actions among the terms may arise during the fitting procedure. In fact,
the simultaneous presence in the equation of two or more terms with a
similar peak behavior may result in unrealistic trends of the model to such
a point to give negative values of thermal conductivity in some limited
regions. On the other hand, it was verified that a single term with the
form of Eq. (5) is sufficient for a satisfactory representation of the critical
enhancement part of the thermal conductivity. This statement is confirmed
by the results obtained for R134a [5], for carbon dioxide [15], and for the
present fluid, as evidenced in the following.

3.3. Screening of Data and Fitting Procedure

Since the experimental datasets from the literature have different
uncertainty levels and can be affected by systematic errors, a screening
procedure is required to identify the data sources to include in the final
regression. The present heuristic fitting technique can be used for this
purpose: the screening and the fitting are performed through a series of
steps following the selected procedure. The available thermal conductiv-
ity datasets for R152a were mainly measured in the last fifteen years, and
the adopted experimental techniques are the most advanced; therefore, the
accuracy of the data should be rather homogeneous.
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A preliminary screening of the data was performed using the conven-
tional equation for R152a from Krauss et al. [17] in order to identify the
sources affected by large systematic errors. For each experimental point
the error deviation � with respect to the equation was calculated as

�= λexp −λcalc

λexp
(7)

Some statistical indexes, used throughout the present work, are evaluated
from the error deviation �: the average absolute deviation (AAD), the bias
(Bias), and the maximum absolute deviation (MAD). These are defined as

AAD (%) = 100
NPT

NPT∑

i=1

|�|i Bias (%)= 100
NPT

NPT∑

i=1

(�)i

MAD (%) = 100 Max |�|i (8)

An error threshold with respect to the equation was chosen as an AAD of
5%. Each dataset was evaluated as a whole supposing that, apart from evi-
dent errors, all the points from the same set were obtained with a homo-
geneous uncertainty. The datasets from this first screening constitute the
preliminary sources.

Considering the particular behavior of the thermal conductivity near
the critical point, it was decided to separately screen the data inside and
outside the near-critical region. The experimental points for which the crit-
ical enhancement contribution was greater than 3% of the overall thermal
conductivity value were arbitrarily considered as inside the near-critical
region; for this evaluation the critical enhancement contribution and the
overall value were calculated from the conventional equation [17] at the
(T ,P ) conditions of each experimental point.

A first regression was developed on the preliminary data outside the
near-critical region using the optimization algorithm, but with the exclu-
sion of the critical term λr,ce from the bank of terms. A first selection of
the primary sets in this region was obtained considering only sets with a
threshold of 2–3% for the AAD and a low value for the bias. The choice
of the primary datasets, on which the fitting is developed, was refined
through successive regressions with the optimization algorithm. At each
step some sets can be moved from primary to secondary, and vice versa,
searching for the AAD values of the single primary sets to be as much
as possible similar to the overall value for primary data and for the single
bias values to be as close as possible to zero. At the end of the procedure,
a group of sets with the smallest error deviations and statistically centered
with respect to the multiparameter equation was obtained.
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A similar procedure was applied to the preliminary data inside the
near-critical region. In this case, the critical term λr,ce, Eqs. (5) and (6),
with tentative coefficients ā was added to the equation obtained in the
previous section and the coefficients ā and nc were fitted using a nonlin-
ear regression method. A first selection of primary sources was carried out
also for this region.

Successively the term λr,ce, with updated coefficients, was included
again into the bank of terms and a series of cycles, composed of the Setz-
mann and Wagner algorithm [16] followed by the non linear regression,
was performed, each time updating the coefficients ā of λr,ce in the bank
of terms. As described above, during this procedure the datasets can be
moved from primary to secondary and vice versa, searching for a homo-
geneity of prediction accuracy with respect to the assumed primary sets.

At last, a stable selection of primary data was obtained from the
screening procedure and the final version of the thermal conductivity
equation for the whole surface was regressed from them. In the validation
tables, the primary datasets are denoted by the symbol I, the secondary by
II.

The availability of a conventional thermal conductivity equation for
the fluid of interest is not a fundamental requirement for the present pro-
cedure, but it simply makes the screening easier. Therefore, even if no
equation is available, at the beginning the procedure can be applied any-
way. In fact, the use of the conventional equation for the preliminary
screening of the experimental data sources reduces the subsequent screen-
ing efforts, but the screening could also be obtained using the optimiza-
tion algorithm just from the first step on the whole database. On the other
hand, the classification of each experimental point as falling inside or out-
side the near-critical region is essentially a rough procedure that could be
alternatively performed with a simple equation in a predictive format.

Some comments about the final selection of primary data can be
made. In fact, apart from a couple of older sets [30, 34], all the data mea-
sured with the transient hot wire technique [18, 20, 21, 22, 32] are included
in the primary sets; this is not surprising, because the transient hot wire
technique is considered the most reliable one for the measurement of the
thermal conductivity of fluids. Also other datasets obtained with different
versions of the hot wire technique [19, 31] are primary sets.

The data from Le Neindre and Garrabos [23] were measured a few
years ago with a different method, i.e., the concentric cylinder technique.
Even if such a method is considered less precise, its recent versions are
probably more reliable than earlier ones, and then these data deserve to
be included in the primary sets; moreover, they cover the widest range in
both temperature and pressure.
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The data from Kruppa and Straub [27] obtained with a dynamic light
scattering technique have a lower accuracy with respect to other tech-
niques, also due to the required conversion from thermal diffusivity to
thermal conductivity value, see Section 3.4. In spite of this, they are the
best data available in the critical region and then they were included as
a primary set. The Kruppa and Straub data measured at saturation con-
ditions, both in liquid and in vapor phase, show a much lower precision
level and consequently were considered as secondary data.

In conclusion, the results of the screening procedure for the selection
of primary datasets are consistent with the analysis based on the adopted
experimental techniques.

3.4. Notes on Thermal Diffusivity Datasets

Among the datasets in the literature there are two sources [26, 27]
which report thermal diffusivity DT measurements instead of thermal con-
ductivity. The relation between the two properties is expressed by

λ=ρ cpDT (9)

where cp is the isobaric heat capacity.
These datasets are the only ones available near the critical point and

then, in order to consider such experimental points, the thermal diffu-
sivity values were converted to thermal conductivity using Eq. (9). The
required thermodynamic properties were calculated either from the Tillner-
Roth EoS [1] or from the crossover model [2], as explained in Section 4.1.

The data of Kruppa and Straub [27] are presented with T and ρ as
independent variables, instead of the used operative variables T and P ; as
a consequence, the densities for these points were assumed with the origi-
nal values instead of recalculating them with the EoS at the (T ,P ) condi-
tions. For the data at saturation from Kraft and Leipertz [26], both ρ and
cp were calculated by the appropriate thermodynamic model.

Since the critical values of temperature and density in Ref. 27 slightly
differ from those assumed for R152a in the present work, Table II, the
temperatures and densities of the data in this source were shifted in order
to superimpose the critical points, similarly to what was formerly done in
Ref. 17. This adjustment is necessary to avoid inconsistencies between the
trends of the data and the model in the vicinity of the critical point. A
similar shift was applied to temperatures for the data from Ref. 26.

The transformation from thermal diffusivity to thermal conductiv-
ity values increases the experimental error of the thermal conductivity
data, since additional uncertainties on ρ and cp are inevitably introduced.
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Moreover, the properties near the critical point are difficult to mea-
sure and subject to greater uncertainties. As a consequence, some points
belonging to these datasets were rejected during the fitting procedure
because they were affected by very high errors; the accuracy of these sets
is globally lower in comparison with other data sources.

4. NEW THERMAL CONDUCTIVITY EQUATION FOR R152A

4.1. Recommended Equation of State

The independent variables of the proposed thermal conductivity equa-
tion are temperature and density, but the controlling experimental vari-
ables are temperature and pressure. As a consequence, the development
and the application of the thermal conductivity model require an EoS for
the conversion from (T ,P ) to (T , ρ). In the present work, the fundamental
EoS from Tillner-Roth [1] was used. Nevertheless, this equation is not suit-
able to accurately represent the thermodynamic properties in the critical
region and consequently a theoretically based crossover model from van
Pelt and Sengers [2], specialized for the critical region, was also assumed.

The application region of the crossover model is delimited by the fol-
lowing boundary:

T =aρ2 +bρ + c (10)

where

a =− Tc

3ρ2
c

b= 3Tc

4ρc
c= 3

4
Tc (11)

and 365 ≤ T/K ≤ 452.83. Outside this boundary the Tillner-Roth EoS is
adopted. The regions of application of the two models are shown in Fig.
2 on both the T ,ρ and the P,T planes.

The overall thermodynamic EoS constituted by the two models was
used for the calculation of the densities of the experimental points, given
T and P , and for the transformation of the thermal diffusivity measure-
ments of Refs. 26 and 27 to thermal conductivity values. The same overall
model should be assumed by the users of the present thermal conductiv-
ity equation to get prediction performances consistent with those of this
study. The effects of using the Tillner-Roth EoS [1] over the whole P,T

plane are discussed in Section 4.6.
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Table III. Parameters of Eq. (12)

i gi hi ni i gi hi ni

1 0.0 1.0 8.52652769 6 0.5 8.0 −1.61230375×107

2 0.0 2.0 1.67965784 7 1.0 8.0 1.52391557×107

3 1.5 9.0 0.00147845650 8 1.5 0.0 2.11072507
4 2.0 0.0 6.01649517 9 1.5 8.0 −4.79984974×106

5 0.0 8.0 5.68463574×106 nc 0.195819321

4.2. Multiparameter Equation

The application of the optimization method to the final choice of pri-
mary datasets, see Section 3.3, led to the following equation:

λr (Tr, ρr)=
4∑

i=1

niT
gi
r ρhi

r + e−5ρ2
r

9∑

i=5

niT
gi
r ρhi

r +ncλr,ce (Tr, ρr) (12)

with the coefficients and exponents reported in Table III; the analytical
form of the term λr,ce (Tr, ρr) is given by Eqs. (5) and (6) with the param-
eters from Table IV.

The proposed equation, Eq. (12), can be used inside the limits of
validity given in Table V; the extrapolation of the equation far outside
these limits, in particular, at low temperatures and at high pressures,
should be avoided because it may result in unreliable calculated values.
Even if the primary data do not cover the entire extension of the stated
limits, see Fig. 1, a regular contour was assumed for the range of validity
and this assumption will be discussed in Section 4.5.

Some thermal conductivity points generated from the new equation
are given in Table VI as sample values for checking computer codes.

4.3. Validation of the New Thermal Conductivity Equation

The new thermal conductivity equation was validated in detail with
respect to both primary and secondary data; the results are reported in
the following. The same statistical indexes already defined in Eq. (8) are
assumed also for the validation of the equation.

The deviations of Eq. (12) with respect to all the available experimen-
tal data within the limits of validity indicated in Table V are presented in
Table I; the number of the considered points for each dataset is reported
in the column ‘NPT range’.
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Fig. 2. Boundaries of the application region of the crossover
model [2].

Figure 3 shows the deviations of the primary data from the thermal
conductivity equation; the size of the symbols is related to the magni-
tude of the deviations. The deviations with respect to the primary data
in the low-density region, here conventionally bounded by P < 0.12 MPa,
are presented in Fig. 4. Furthermore, the distribution of the deviations of
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Table IV. Parameters of the Critical Term, Eqs. (5) and (6)

i ai i ai

1 1.0 7 0.30131
2 7.51327 8 0.92860
3 0.0 9 0.98794
4 0.30 10 0.085
5 0.30 11 0.15
6 0.46111 12 0.05

Table V. Validity Limits of Eq. (12)

T (K) 220–460
P (MPa) ≤55

the experimental points of the primary datasets from Eq. (12) is shown in
Fig. 5 as a function of pressure for several increments of temperature. The
dashed-dotted lines represent the deviation of the conventional equation
[17] with respect to Eq. (12), and for each figure, the temperature at which
the two equations are compared is the mean value of the indicated range.

The good performance of the new thermal conductivity equation for
R152a is evidenced by Table I and Figs. 3–5. The accuracy of the equa-
tion for the primary data, roughly indicated by the AAD values, approxi-
mately equals the level of the claimed experimental uncertainty in each of
the three regions. The bias values differ slightly from zero in the vapor,
liquid, and supercritical regions; this means that the equation is centered
with respect to the data themselves in those regions. The low values of
AAD and bias for the overall primary dataset is a further demonstration
of the good behavior of the equation.

Table VI. Thermal Conductivity Values Generated from Eq. (12)

T P ρ λ T P ρ λ

(K) (MPa) (kg·m−3) (mW·m−1·K−1) (K) (MPa) (kg·m−3) (mW·m−1·K−1)

220 0.1 1069.307 137.102 386.8 4.55 319.853 107.366
298.15 0.1 2.72166 13.8391 387.5 4.6 306.6176 78.4462
330 0.1 2.44270 16.6631 300 15 938.613 111.573
460 0.1 1.73469 30.8300 400 25 764.052 88.8498
250 1.0 1010.73 123.916 250 40 1068.586 143.771
350 3 748.196 81.9418 460 55 779.677 97.5814
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Table I shows that some experimental datasets are affected by high
systematic errors, particularly the thermal diffusivity datasets at satu-
rated conditions [26, 27]. Moreover, some inconsistencies among different
sources are evidenced in Figs. 4 and 5, but the thermal conductivity equa-
tion seems to provide a reasonable balance among the data.

4.4. Behavior of the Thermal Conductivity Surface

Some isotherms and isobars calculated from the new thermal conduc-
tivity equation, Eq. (12), are plotted on a λ,ρ plane in Fig. 6. A magnifi-
cation for the vapor region at pressures lower than 6 MPa is also shown.
One can see that the surface is very regular, confirming once more the reli-
ability of the equation. The steep trends of the vapor and liquid lines at
saturated conditions are due to the infinity limit of the thermal conductiv-
ity at the critical point. The contribution of the critical term can be seen
also in the plots of the isotherms and isobars at temperatures or pressures
near the respective critical values.

For the near-critical region a more detailed representation is shown
in Fig. 7, where some isotherms are plotted together with the experimen-
tal data from Kruppa and Straub [27] approximately at the same temper-
atures. The satisfactory representation of the experimental data confirms
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that the critical term, Eqs. (5) and (6), is suitable to represent the critical
enhancement of the thermal conductivity.

4.5. Discussion on the Limits of Validity and the Equation Accuracy

From Fig. 1, it is evident that the primary data do not uniformly
fill a single regular range, both in temperature and in pressure, and then
an irregular contour for the validity range should be selected for sake of
precision. In fact, one can see, for instance, a total lack of data for the
compressed liquid at T < 300 K and P > 25 MPa, a scarcity of data for
the liquid at T < 250 K and P < 1 MPa, and no data for the vapor at
T <250 K.

In spite of these missing data, the plot reporting sections of the new
equation, Fig. 6, shows that the trends of the equation in the regions
where experimental data are not available are regular and they are con-
sistent with the expected behavior. This indicates that the equation can be
used in these areas as well, even if the equation accuracy cannot be veri-
fied in these regions for a lack of experimental data.

Some other considerations should also be noted. For the liquid, par-
ticularly at high pressures, a large pressure variation corresponds to a lim-
ited density variation, as can be seen from Fig. 6; therefore, since the
equation variables are T and ρ, a strong extrapolation in pressure may
correspond to a small extrapolation in density and then the accuracy level
of the thermal conductivity equation is not significantly reduced. On the
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other hand, the dependence of the thermal conductivity on temperature
for the vapor at low pressures is regular and smooth, and consequently in
this region, where data are missing, the interpolation and the extrapolation
are sufficiently reliable.

Considering all these reasons, the range of validity of the proposed
thermal conductivity equation assumes a rectangular shape in the T ,P

plane; see Table V.
Figure 8 shows the estimated accuracy of the equation. In the vapor

phase at pressures lower than 0.2 MPa, there are some inconsistencies
among different datasets, as evidenced by Fig. 4, and the accuracy is con-
sequently set at 4%. For the vapor phase at higher pressures, for the liquid
phase, and for the supercritical region the data situation is better and the
uncertainty is estimated to be 2%. In the region around the critical point,
the precision of the equation is lower: for approximate ranges of temper-
ature between 373 and 410 K and of pressure between 3.5 and 10 MPa
the estimated uncertainty is 4%, while for temperatures between 380 and
395 K and for pressures between 4 and 7 MPa it is 6%.

4.6. Consequences of the Simplification of the Thermodynamic Model

In Section 4.1, it was stated that the density values required by
Eq. (12) must be calculated with the van Pelt and Sengers model [2] inside
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the critical region and with the Tillner-Roth EoS [1] outside such a region.
The crossover model from Ref. 2 is necessary because the EoS from Ref.
1 is not suitable for a precise representation of the thermodynamic prop-
erties in the critical region. For instance, it locates the critical point of
R152a at Tc = 386.5315 K, Pc = 4.5269 MPa, and ρc = 359.355 kg · m−3,
which are different from the values reported in Table II.

A user not particularly experienced in numerical methods and in
scaled fundamental equations of state can have difficult problems in
understanding a crossover model and in implementing it into computer
software. As a consequence, he may decide to use the Tillner-Roth equa-
tion [1] over the complete T ,P plane, including also the critical region.

The effect of this simplification is shown in Fig. 9. At given temper-
ature and pressure inside the validity range of the crossover model, the
density is calculated with both the Tillner-Roth EoS [1] and the van Pelt
and Sengers model [2]; the corresponding thermal conductivity values are
obtained from Eq. (12), and the error introduced by the use of the Till-
ner-Roth EoS is calculated with

�TR = λ (T , ρTR)−λ (T , ρvPS)

λ (T , ρvPS)
(13)

where ρTR stands for the density calculated from the Tillner-Roth EoS and
ρvPS for the density calculated from the van Pelt and Sengers model.

The contour lines at fixed values of �TR are plotted for the P,T and
T ,ρ planes in Fig. 9: in the second case, the abscissa variable is the den-
sity from the Tillner-Roth EoS ρTR. From the diagrams, one can see that
the error introduced by using the Tillner-Roth EoS instead of the cross-
over model exceeds 1% only in a very narrow region close to the critical
point. The simplification of the thermodynamic model is therefore allowed
when a decrease of accuracy, as shown in Fig. 9, can be accepted.

5. COMPARISON WITH THE CONVENTIONAL EQUATION

The thermal conductivity equation proposed by Krauss et al. [17] in
a conventional format was used for comparison. The required thermo-
dynamic properties were calculated with the same thermodynamic model
used for the present equation, as done in the original publication [17]. The
comparison with the new equation is made within the validity limits of
this conventional equation, which are narrower. The results are reported
in Table VII.
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Fig. 10. Deviations between the conventional equation [17] and the experimental
points in the primary datasets.

The AAD and bias values for the primary data show that the new
equation, Eq. (12), is superior to the conventional one [17] for the sin-
gle-phase regions and for the whole surface. In particular, a larger differ-
ence is verified for the liquid primary data, for which the present equation
shows good behavior and the conventional one has a double AAD value.
Moreover, the conventional equation is shifted with respect to the data, as
evidenced by the high bias value. Also in the supercritical region the new
equation performs better than the conventional one. Globally, the conven-
tional equation has a lower accuracy and it seems to be not well centered
with respect to the experimental data.

A graphic comparison between the two equations and with respect to
experimental data is reported in Fig. 5. The deviations of the conventional
equation from the present primary data are shown in Fig. 10, which cor-
responds to Fig. 3 for the new equation. In Fig. 10, only the experimen-
tal points inside the range of validity of the conventional equation were
reported, even if the scales of the axes are the same as Fig. 3 to facilitate
the comparison.

A ‘practical’ element of comparison has to be stressed: from the
user’s point of view, the implementation of the conventional equation into
computer software is quite difficult, due to the complexity of the criti-
cal enhancement model. In fact, the calculation of the critical enhance-
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ment term in the conventional format requires also the viscosity value,
the solution of cubic and quartic equations in complex variables, the solu-
tion of linear systems with complex coefficients and variables, the handling
of equations with complex parameters, and values of different thermody-
namic properties such as density, isobaric and isochoric heat capacities,
and isothermal compressibility.

A user not particularly familiar with these subjects could choose
either to take some simplified equation for the critical enhancement or not
to calculate it at all. The effect of these simplifications on the accuracy of
the model could be quite pronounced.

Moreover, the crossover EoS [2] is very difficult to handle, because it
implies the solution of some implicit equations. On the other hand, the
alternative use of the Tillner-Roth EoS [1] also in the critical region would
probably result in an inaccurate description of the critical enhancement
in the conventional format, because the calculation of this term requires
properties like cp and cv whose trends in the critical region are not fol-
lowed by the Tillner-Roth EoS.

On the contrary, the implementation of the thermal conductivity
model proposed in the present paper is quite simple, since it is composed
of just a few explicit equations involving only basic mathematics. In the
critical region the crossover model is needed for the calculation of the den-
sity, which is the only required thermodynamic quantity, but if the Tillner-
Roth EoS is used in this region the introduced error is quite small, apart
from a narrow region around the critical point, see Fig. 9.

6. CONCLUSIONS

A heuristic modeling technique, directly based on the available ther-
mal conductivity experimental data, was applied to develop a new thermal
conductivity equation for R152a. The technique is composed of an opti-
mization method for the functional form of multiparameter equations of
state, developed by Setzmann and Wagner [16], and by a nonlinear regres-
sion method. An analytical expression to represent the thermal conductiv-
ity critical enhancement was set up and included in the equation.

The new multiparameter thermal conductivity equation shows an
AAD value of 1.32% with respect to the selected 939 primary data,
which represents a significant improvement in performance compared to
the existing equation in a conventional format [17]. In fact, considering
only 684 primary data inside the range of validity of the conventional
equation, the new equation reaches an AAD of 1.60% and the conven-
tional one gives an AAD of 2.57%. Also the bias values of the new equa-
tion are close to zero assuring the absence of systematic shifts.
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Due to its heuristic and non-theoretical nature, the proposed modeling
method can be also used for experimental data screening, and it can be
adopted to effectively represent the whole thermal conductivity surface of
a fluid within the uncertainty of the experimental data.
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